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Abstract. Map animation is a popular way to represent time in geovisuali-
zation but studies of the effectiveness of map animations have produced 
mixed results. One potential way to improve map animations that has been 
discussed frequently but only sparsely studied in the literature is to add 
sound and make them multimodal. Therefore, this paper investigates 
whether sound can be used to enhance the usability of an animated map in 
an exploratory analysis context. Here, we focus on the perception of spatial 
and temporal relations between events.  An internet-based user test was per-
formed. The results show that adding sound does not impair the usability of 
map animations but fail to show that it improves it. The conclusion is that, 
rather than rejecting the hypothesis that sound can be used to improve map 
animations, the study was not appropriately designed to measure what it set 
out to measure. However, it produced some interesting results indicating 
that the benefit of sound in animated maps might be related to the number 
of events in the animation and be different when it comes to reasoning about 
temporal and spatial relations. This study works as a good starting point for 
future research. 
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1. Introduction 
The field of geovisualization deals with both spatial and temporal data. Tem-
poral data, i.e., data that embody change over time, are challenging for all 
disciplines related to data visualization and analysis (Andrienko et al. 2010, 
Kriglstein et al. 2014). In recent years, map animation has become increas-
ingly popular as a way to represent time in geovisualization (Harrower & 
Fabrikant 2008) and it is included in almost all the geovisualization software 
packages that deal with spatio-temporal data. 

 



 

Map animation can use time itself to represent time, unlike static maps, 
which have to use space to represent time. Studies of the effectiveness of an-
imated versus static maps have produced mixed results (e.g., Slocum et al. 
2001, Tversky et al. 2002, Griffin et al. 2006, Harrower & Fabrikant 2008, 
Aigner et al. 2011, Kriglstein et al. 2014). Among the benefits of map anima-
tion are its ability to congruently represent the passage of time and the fact 
that the representation of time through time itself makes more screen space 
available to represent non-temporal data. Among the drawbacks are that us-
ers cannot see a phenomenon at a glance any more, that the cognitive load 
on short-term memory is greatly increased, and that change blindness (Si-
mons & Rensink 2005) becomes a factor. Further research is still needed for 
animated maps to reach their full potential, e.g., about how variations in the 
design of animated maps affect our ability to communicate and learn (Har-
rower & Fabrikant 2008). 

Although geovisualization primarily comprised only visual means, more than 
a decade ago several authors (Fairbairn et al. 2001, MacEachren & Kraak 
2001, Slocum et al. 2001) pointed to the need for multimodal approaches in 
interface design. In psychology, it is well known that our senses work to-
gether to produce a representation of the external world that “enables us to 
function better by exploiting the redundancies and complementarities pro-
vided by multiple sensory modalities” (Alais et al. 2010, p. 3). Therefore, mul-
timodal map animations, if properly designed, can be expected to function 
better than unimodal map animations. 

Sound is especially well suited to making map animations multimodal as 
sound is an inherently temporal phenomenon. The use of sound in anima-
tions is also motivated by findings in cognitive science and related disci-
plines. Sound can reduce split attention as it enables us to benefit from our 
innate dual-channel capabilities to both hear and see at the same time, it can 
reduce cognitive overload as it can be used to reduce the amount of infor-
mation that needs to be processed visually, and it can be used to make users 
more cognitively active by having them make connections between visual and 
auditory stimuli (Mayer 2005, Harrower 2007). 

Using sound to convey information is known as sonification. It can be seen 
as the auditory counterpart of data visualization (Reuter et al. 1990), ad-
dressing the “transformation of data relations into perceived relations in an 
acoustic signal for the purposes of facilitating communication or interpreta-
tion” (Kramer et al. 1999, p. 3). Dubus and Bresin (2013) give a systematic 
review of work related to the sonification of physical quantities.  

Sonification has been present in the field of geovisualization since Krygier 
(1994) proposed a set of abstract sound variables for the representation of 

 



 

spatial data analogous to Bertin’s (1983) graphic variables. It has been stud-
ied in relation to a wide range of applications, e.g., virtual environments (e.g. 
Fröhlich et al. 1999), mapping for the visually impaired (e.g. Zhao et al. 
2008), and systems for the exploration of geospatial data (e.g. Harding et al. 
2002). Recent examples of sonifications include the use of sound to enhance 
the map use experience (Laakso & Sarjakoski 2010) and to represent uncer-
tainty in data (Bearman & Lovett 2010), a topic discussed already by Fisher 
(1994). However, very little research has been done on using sound in map 
animations. Krygier (1994) reported two applications, one where loudness 
was used to add additional information to an animated map and one where 
pitch was used to replace the time bar, i.e., the temporal legend, in an ani-
mated map. More recently, several authors have suggested that map anima-
tions could benefit from audio-temporal legends (Kraak et al. 1997, Slocum 
et al. 2001, Midtbø 2001, Harrower 2007, Harrower & Fabrikant 2008). This 
also seems to be supported by findings in neuroscience indicating that hear-
ing shapes our perception of time (e.g. Heming & Brown 2005, Kowalska & 
Szelag 2006, Bolognini et al. 2012). However, no systematic testing of the use 
of audio-temporal legends can be found in the literature.  

Therefore, in this study we investigated whether sound enhances the usabil-
ity of an animated map in an exploratory analysis context. The research ques-
tions were the following. Does an audio-enhanced animated map facilitate 
the analytical reasoning of an analyst? Furthermore, does audio enhance-
ment have a different effect on the perception of spatial and temporal rela-
tions? How is the effect of audio enhancement related to the amount of in-
formation in an animation? The hypothesis was that correctly added sound 
facilitates analytical reasoning by map animation, especially regarding tem-
poral relations. 

The research was done as an internet-based user test. The stimuli used were 
map animations that applied sound to the introduction of new point-type 
events, to encode thematic information about the events, and as a temporal 
legend. The test had a primary quantitative part evaluating user perfor-
mance and a secondary qualitative part evaluating user experience, accord-
ing to the scenario-based approach described by Lam et al. (2012). These 
were both scenarios for understanding visualizations.  

The user test is introduced in the next section and then the results in the fol-
lowing section. After this, the results are discussed and ideas for future re-
search are presented. The paper ends with a concluding section. 

 



 

2. Test Settings 
This section first reports the study design and the stimuli used, then the tasks 
and the apparatus used. After this, the test procedure is explained and there 
are some details about the participants.  

2.1. Study Design and Stimuli 
To be able to answer the research questions the study design had to differen-
tiate not only between animations with and without sound but also between 
the perception of spatial and temporal relations and animations with high 
and low amounts of information contents. Therefore, the study applied a 
three-variable mixed design with audio (sound vs. no sound) as a between-
group variable and task (spatial vs. temporal) and event frequency (low vs. 
high, i.e., the number of events in the animation) as the within-group varia-
bles (Figure 1). The dependent variable was the test participants’ task perfor-
mance (accuracy).  

Four animated maps, with durations of about 20 seconds each, were used as 
stimuli. They were clips from a 14-minute-and-24-seconds-long multimedia 
artwork named “1945-1998” made by Isao Hashimoto in 20031 (here used 
courtesy of Isao Hashimoto). The artwork showed the time and location of 
every known nuclear detonation during the years 1945-1998 and the country 
that performed each of them. It was chosen as it caught the researchers’ at-
tention as an interesting case of using sound together with visual means to 

1 Available at http://www.ctbto.org/specials/1945-1998-by-isao-hashimoto/ 

Figure 1. The study design visualized as a cube. 

 

                                                        



 

communicate spatio-temporal information and as it had been used success-
fully in previous research (Hall & Ahonen-Rainio 2014). Furthermore, it pre-
sented real data2 and was ready to use as it was.   

In the animations, as in the original artwork, the locations of the detonations 
were plotted on a world map as points colored according to the country that 
performed them. Real-world time was linearly scaled to animation time and 
a textual temporal legend showed the current month and year as numbers. 
One second in the animations equaled one month in real-world time. As time 
went by, the detonations appeared and disappeared on the map. The total 
and country-wise cumulative numbers of detonations were also given at 
every moment in time. In the test an additional legend was shown alongside 
the animations that named the colors and the countries they represented as 
the detonations were referred to by color in the test. Figure 2 shows a screen-
shot of how the animations and the additional legend was presented to the 
participants in the test.  

2 Available at http://inis.iaea.org/search/search.aspx?orig_q=RN:31060372 

Figure 2. A screenshot of how the animations and the additional legend was pre-
sented to the participants in the test. In the upper right-hand corner of the animation 
is the temporal legend and in the lower right-hand corner the cumulative number of 
detonations performed can be found; the numbers next to the flags represent the 
cumulative numbers of detonations sorted by country. The additional legend is on to 
the right of the animation. 

 

                                                        



 

The animations, as the original artwork, applied audio information in several 
ways. They had an audio temporal legend applying two kinds of metronomic 
beeps, one each second signaling months passing by and another one every 
twelfth second signaling a change of year. In addition to this, every detona-
tion was accompanied by a beep. The beeps also included thematic infor-
mation; the pitch of the beep was different for each country. However, the 
differences were relatively subtle. 

The sound group saw the animated maps with sound and the no-sound group 
saw them without sound. The length of the animated maps and how they re-
late to the within-group variables can be found in Table 1. The numbers in 
the first column indicate the order in which the participants saw them. The 
table also states the number of events (detonations) occurring and the num-
ber of countries performing detonations in each animation. By alternating 
animations with spatial and temporal tasks the learning effect was mini-
mized and by going from a few to many events the difficulty increased as the 
test went on. The start and stop times in the table refer to the time in the 
original artwork. The size of the animations used in the test was 640 x 480 
pixels.  

 
Animation Task Event freq. Events Start Stop Duration Countries 

1 spatial low 35 2:57 3:18 21 s 3 
3 temporal low 46 3:18 3:39 21 s 3 
2 spatial high 278 4:34 4:56 22 s 4 
4 temporal high 122 6:00 6:20 20 s 5 

Table 1. The four animated maps used in the test. 
 

2.2. Tasks 
The participants were asked to thoroughly watch each animated map twice 
and, depending on the animation, to focus on either where or when events 
took place (different focus on different animations) and on the color of the 
events. In addition, the participant was told: “Imagine that you are an analyst 
and about to analyze the data for the first time.” After each animation, the 
participant had to answer true, false, or can’t tell to a set of statements con-
cerning spatial or temporal relations on the animated map (e.g., “Events took 
place in Africa.”). The research questions were answered by comparing the 
numbers of correct, incorrect and can’t tell answers between the participants 
watching the animations with sound and those watching the animations 
without sound.  

 

 



 

Each animation was followed by six statements presented in a random order; 
as the test included four different animations this made a total of 24 state-
ments for each participant. The statements, along with their correct answers, 
can be found in Table 2. The goal was to make the statements as similar as 
possible between the animations with the same task variables. The state-
ments refer to the detonations only by color, not by country.  
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All detonations were north of the equator FALSE 
Detonations took place in Africa FALSE 
Blue detonations took place both in the sea and on land TRUE 
The violet detonations all took place roughly in the same location TRUE 
The detonations in North America were concentrated to the western 
parts TRUE 

All detonations in Australia were violet TRUE 
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The last violet detonation took place after the blue detonations TRUE 
The beginning of January was detonation-free TRUE 
Blue and violet detonations never took place at the same time FALSE 
The violet detonations took place within an interval of two seconds FALSE 
There were clearly more red detonations in the first half than the second 
half of the animation FALSE 

The longest period with continuous detonations was longer than one 
second TRUE 
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All detonations were north of the equator TRUE 
Detonations took place in Africa TRUE 
Green detonations took place both in Africa and in the Pacific Ocean  FALSE 
The violet detonations all took place roughly in the same location TRUE 
The detonations in Africa were concentrated to the western parts TRUE 
All detonations in North America were blue FALSE 
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All yellow detonation took place before the green detonations TRUE 
The beginning of January was detonation-free  TRUE 
Yellow and green detonations never took place at the same time TRUE 
The yellow detonations took place within an interval of three seconds FALSE 
There were clearly more blue detonations in the second half than in the 
first half of the animation FALSE 

The longest period without any detonations was shorter than two sec-
onds  TRUE 

Table 2. The statements, along with their correct answers. 

 
These types of tasks were chosen for two reasons. First, we wanted to simu-
late exploratory analysis, i.e., analysis where there is no clearly defined task 
but where the analyst tries to find patterns in the data. Therefore the state-
ments were not given beforehand as this would have led the participants to 

 



 

focus only on what was mentioned in the statements. Second, we wanted a 
rigorous study design that would result in quantitatively analyzable data. A 
task where, e.g., the participants first watched the animated map and then 
listed all the insights they gained while watching it would have simulated ex-
ploratory analysis better, but it would have led to a less rigorous study design 
where the results would have been more difficult to analyze as each partici-
pant most probably would have come up with different numbers and types of 
insights. The drawback with this kind of design is that it adds difficulty to the 
task as the participants have to rely on their memory when answering the 
statements. 

This type of task does not measure analytical reasoning directly but is a kind 
of simplification that can reflect how well animated maps facilitate explora-
tory analysis and pattern recognition. The statements used in the test were 
the kinds of insights that could be gained while watching the animations and 
asking the participants if they were true was one way of checking if they had 
gained the same kinds of insights. 

There was also a fifth animation, of similar length and from the same art-
work, that was followed by another type of task where the instructions were 
almost identical but where the participant had to state which kinds of events 
appeared in the animation and order them according to how many times they 
appeared. This task did not concern spatial or temporal aspects of the data 
but thematic ones and is therefore not analyzed in this paper. However, it 
might have had a modest influence on the participants’ answers in the qual-
itative part of the test and it added about 3 minutes to the total duration of 
the test. Therefore it is briefly described below as a part of the test procedure. 

2.3. Apparatus 
The study was made using an internet-based survey system (Webropol3). 
However, because this survey system could not handle animations of the size 
needed in this study, the animations were uploaded to YouTube and then 
embedded in external web pages that included only one animation each. The 
YouTube player was configured in such a way that all the unnecessary and 
unwanted features were disabled, e.g., it was impossible to watch the anima-
tions in full screen mode. However, it was not possible to control, e.g., how 
many times the participants watched the animations or if they paused it or 
not.  

3 http://w3.webropol.com/int/ 

 

                                                        



 

2.4. Test Procedure 
After agreeing to take part in the study the participants got an individual link 
to the test in their e-mail. The test was named Animations with spatial and 
temporal relations. The test started with a general introduction where it was 
stated that the participants should be in a calm and quiet environment when 
performing the test. The number of animations included in the test and their 
length was stated, as was the estimated time for completing the whole test (a 
little less than 20 minutes). All the instructions were given in written form. 

Then followed a more specific introduction to the animations, which in-
cluded an introductory video. The video was a short annotated piece of the 
artwork explaining its basic features. This video, like the animations used 
later, opened in a new window or tab in the participants’ browser. The par-
ticipants were instructed to close it and return to the webropol page after 
watching it. Before the actual test started, the participants were also intro-
duced to the map used in the animations and the most important geograph-
ical features on it (as some of them would be referred to in the statements), 
along with the legend that was shown next to the animations. 

When the actual test was about to start the participants were urged to watch 
each animation thoroughly two times and not to go back to the animation 
after having read the statements. Moreover, the participants were told to an-
swer “can’t tell” if they did not know the answer instead of trying to guess. 

In the actual test the participants were faced with the four animations de-
scribed above one at a time and after each animation all six associated state-
ments were shown together. The participants had to choose true, false or 
can’t tell for each of the six statements before viewing the next animation. 
The fifth animation that was left out of this analysis was shown after this. The 
test was self-paced and the participants were not provided with feedback on 
any part of the test.  

After this quantitative part the participants had to answer a couple of quali-
tative questions. First, the participants were asked for general comments 
(“Have you any comments about the animations? Was it easy to answer the 
questions or was it difficult?”), then there were four questions regarding the 
use of sound in map animations (both in general and in the animations used 
in the test). After this, there were some wrap-up questions about how the test 
had gone, including an explicit request to the participant to state if there had 
been any technical problems or if the instructions had not been followed cor-
rectly. The participants were also asked if the animations were familiar from 
before and if they had benefited from previous knowledge about the topic of 
the animations. Hence, it was possible to control for unsuccessful comple-
tions of the test and to check if anyone had benefited greatly by being too 

 



 

familiar with the animations or the theme of the animations. Finally some 
background information on age, sex, years of GIS experience and level of ed-
ucation was gathered and an Ishihara Color Vision Test was performed. 

2.5. Participants 
Participants were gathered through the e-mail lists of the Commission of Use 
and User Issues and the Commission on Cognitive Visualization of the Inter-
national Cartographic Association and through the personal contacts of the 
first author. In total there were 24 participants in the study. These were ran-
domly assigned to either the group watching the animations with sound or to 
the group watching the animations without sound. After both the quantita-
tive and qualitative results had been gone through, four participants were left 
out of the analysis. Three of them stated they had not followed the instruc-
tions correctly and one performed remarkably worse than everyone else and 
was therefore considered as an outlier.  

The remaining 20 participants happened to be equally divided between the 
two groups. Out of them, 10 were men and 9 women, and one did not state 
their sex. The youngest participant was 25 years old and the oldest was 77 
years old; the median age was 32.5. There were no decisive differences be-
tween the groups when it came to sex and age distribution. All the partici-
pants except one had a Master’s or Doctoral degree and all except one had 
three or more years of GIS experience. The participants were tested for color-
blindness with the Ishihara Color Vision Test and everyone passed it. The 
participants did not get any compensation for taking part in the test. 

3. Results 
The results of the quantitative and the qualitative parts of the test are ana-
lyzed separately. Section 3.1 accounts for the effect of the audio variable and 
Section 3.2 reviews the qualitative part of the test.  

3.1. Answers to the statements 
In total there were 480 answers (2 groups, 10 people/group, 4 anima-
tions/person, 6 statements/animation). The answers can be found in Table 
3, along with the differences induced by the audio variable in percentage 
points. The differences are relatively small, with 13 percentage points being 
the largest (temporal-low). Otherwise, the most general trend is that the spa-
tial statements yielded a higher portion correct answers than the temporal 
statements (83 % vs. 21 % without sound and 83 % vs. 26 % with sound). The 
temporal statements, on the other hand, yielded a higher portion “can’t tell” 
answers (68 % vs. 6 % without sound and 62 % vs. 8 % with sound). The event 

 



 

frequency variable did not affect the answer rates as much as the type of 
statement did (the task variable).  

 

Statements No sound Sound Difference  
(sound – no sound) 
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All 240 52 11 37 240 54 11 35 2 0 -2 
All spatial 120 83 11 6 120 83 9 8 -1 -2 3 
All temporal 120 21 11 68 120 26 13 62 5 2 -7 
Spatial-low 60 90 3 7 60 97 2 2 7 -2 -5 
Spatial-high 60 77 18 5 60 68 17 15 -8 -2 10 
Temporal-low 60 20 7 73 60 20 20 60 0 13 -13 
Temporal-high 60 22 15 63 60 32 5 63 10 -10 0 

Table 3. The results of the user test. The difference induced by the audio variable is 
shown as percentage points: e.g., a difference in correct answers of 2 means that 
there were 2 percent more correct answers in the group that saw the animations with 
sound than in the group that saw it without sound. In the Correct column, a positive 
value indicates a positive effect of adding sound (more correct answers), while in the 
Wrong and Can’t tell columns, a negative value indicates a positive effect of adding 
sound (fewer wrong and can’t tell answers). 

 
The audio-variable results were tested for statistical significance in all possi-
ble sets. A χ² test of independence was used with a p-value of .05. In the cases 
where the minimum expected value was less than 5 a Fisher exact test with a 
p-value of .05 was used instead. The results can be found in Table 4.  For 
information about the tests, see, e.g., McDonald (2014). 

 

Statements 
χ² test Fisher exact test 

χ² p-value p-value 
All 0.24 .89 - 
Spatial 0.70 .70 - 
Temporal 1.20 .55 - 
Spatial-low - - .40 
Spatial-high 3.34 .19 - 
Temporal-low 4.80 .09 - 
Temporal-high 4.12 .13 - 

Table 4. The results of the test of statistical significance. 

 



 

No statistically proven effect of the audio variable was found. The subset that 
came closest to the p-value of .05 was that of temporal-low statements, with 
a χ² of 4.80 and a p-value of .09. 

3.2. Opinions about the Animations 
When asked for general comments about the test, 17 out of 17 answers men-
tioned that the test was difficult in some way and 10 mentioned that espe-
cially the temporal statements were difficult. The questions about the use of 
sound differed somewhat between the two groups as one had seen the ani-
mations with sound and knew what it meant, while the other group, which 
had not viewed the animations with sound, had to imagine what it would be 
like. (The first group were only offered yes or no as alternatives, the second 
group could also answer can’t tell.) 

When asked about whether sound made it easier to take in information about 
the time, the place and the origin of the detonations, and whether it was es-
pecially beneficial for any of these in particular, the answers were similar be-
tween the two groups. A total of 13 out of 20 answered that sound made it 
easier, or would have made it easier, and 14 thought it would be helpful for 
temporal relations, 2 for spatial relations and 4 for thematic information, 
that is, the country performing the tests. When asked if sound made it easier, 
or would have made it easier, to answer the statements, the answers differed 
between the two groups. Of those who viewed the animations without sound 
8 out of 10 answered yes and out of those who watched it with sound only 4 
out of 10 thought it was helpful. 

Finally, the participants were given a chance to say in their own words what 
they thought about the possibility of using sound in map animations of this 
kind. Out of 16 answers, 11 thought it would have a positive effect and 2 
thought it would have a negative effect. Those that thought it would be neg-
ative mentioned an increased cognitive load and even that “it would probably 
drive people mad...”4 Four participants mentioned that sound should be used 
sparsely or carefully, e.g., “If sounds were used, only one information param-
eter should represented using audio aid [sic].” 

4 This person saw the animation without sound. 

 

                                                        



 

4. Discussion 
In this section, the results presented in the previous section are discussed. 
Some interesting trends in the results that have not previously been men-
tioned but need to be taken into account in future research are also intro-
duced, along with some general recommendations for future research. 

4.1. Sound versus No Sound 
No statistically proven effect of the audio enhancement of map animations 
on communicating spatial and temporal relations in an exploratory analysis 
context could be seen in the results. However, it seems that added sound does 
not impair the perception of these relations either, even when they encode 
redundant information, as in this case (i.e., the sound did not add any new 
information to the animations). Probably, Tufte’s principles (2001) about the 
data-ink ratio do not apply in multimodal settings. Instead, users are most 
likely to benefit when the same information is being presented in multiple 
modalities, as we humans benefit from the redundancies provided to us in 
real life (Alais et al. 2010). Auditory perception does not affect visual percep-
tion negatively, and vice versa. 

Despite the results the authors of this paper still hold the belief that the hy-
pothesis might be true. The opinions of the participants also support this be-
lief: 13 out of 20 thought sound made it easier to take in the information in 
the animations, and 14 out of 20 thought it was helpful for perceiving tem-
poral relations. When it came to the statements, the participants made the 
same error as the authors: those that saw the animations without sounds 
thought sound would be helpful (8 out of 10), while those that saw it with 
sound knew better (only 4 out of 10 thought it was helpful). However, these 
numbers should be considered with some caution as user preferences not al-
ways correlate with efficient performance (Hegarty et al. 2009). 

That the hypothesis could not be confirmed in this study might depend on an 
inappropriate study design, and not on the hypothesis being wrong. Maybe 
the tasks used were too great a simplification of what analytical reasoning 
really is or simply too difficult to reveal any differences between the two set-
tings. Additionally, the task taxonomy, dividing the statements into spatial 
and temporal, might have been too general. In a way, this study confirms 
what Fuhrmann et al. (2005) said about measuring usefulness in an explor-
atory analysis context: it is difficult. 

It might also be that the animations used in this study were not that well 
suited to being used as stimuli. Here, it is important to bear in mind the orig-
inal purpose of the artwork: Hashimoto wanted to attract attention to what 

 



 

he calls an “extremely grave, but present problem of the world” (CTBTO Pre-
paratory Commission 2012). He wanted to provoke an emotional reaction in 
the viewer. The extent to which the artwork has been shared on the internet 
can be seen as proof of him succeeding in that respect. The sounds are an 
important part of this as they carry emotional information (Weninger et al. 
2013), or, as one participant phrased it, they make it more “dramatic”. The 
artwork was not designed to facilitate analytical reasoning. It is possible that 
we, the authors, were also emotionally affected by the sounds in the artwork, 
and deceived ourselves into thinking that they facilitated our analytical rea-
soning. 

Probably, sounds should be used with reflection and implemented on a case-
by-case basis. The fact that it is not possible to ignore audio stimuli in the 
same way as visual stimuli can be seen as both an advantage and disad-
vantage. Visual perception requires that you fix your eyes upon the target 
while sounds are heard regardless of in what direction you are facing. There-
fore, it is not necessary to consciously attend to sonifications in the same way 
as to visualizations, but then again, irritating sounds can be very frustrating. 
Several participants also made their concern about this known in the test, 
mentioning, e.g., that bad sound implementation would have been irritating 
and confusing. 

4.2. Observations for Future Research 
The results include a lot of interesting trends that, although not statistically 
significant, deserve to be mentioned, and that need to be taken into account 
in future research. Furthermore, the statistical significance of the event fre-
quency variable and the task variable was tested using the same procedure 
as above. As the test was not originally designed for this kind of analysis it 
might not produce as rigid results for these variables as for audio; however, 
the individual observations should be independent enough for this type of 
analysis as well, as the animations were different for each set of statements. 
To keep the length of the article down, this part does not present all the exact 
numerical values. 

One interesting trend can be seen when comparing the effect of the sound 
variable statement by statement between the high and low event frequencies 
(i.e. comparing statements 1-6 in spatial-low pairwise with statements 1-6 in 
spatial-high and likewise for temporal-low and temporal-high). It seems that 
for the spatial task, the added sound had a more positive influence on per-
formance when there were few events compared with when there were many 
events. For the temporal task, the trend was the opposite; here the added 
sound had a more positive influence when there were many events. 

 



 

This raises several questions. Did the sounds function as attention grabbers 
(minimizing change blindness) in the spatial-low animation and did this pos-
itive effect disappear in the spatial-high animation? Did the sound function 
as a temporal reference frame, making it easier to relate the different events 
temporally to each other in the temporal-high animation? Did this effect not 
take place in the temporal-low animation? These are questions that have to 
be addressed by future research. 

The event frequency variable also had a different effect on the participants’ 
performance on the spatial and the temporal task. The participants per-
formed better on the spatial-low animation than the spatial-high animation, 
regardless of whether the animation was accompanied by sound or not, 
which was quite expected. If there are few things happening, they are easier 
to perceive and remember compared with if there are many things happen-
ing. Statistical testing confirms these results. The difference induced by the 
event frequency is statistically relevant for both the set of all spatial state-
ments (χ² test: χ² = 19.52, p < .01) and for spatial-sound (χ² test: χ² = 16.68, 
p < .01) and spatial-no sound (Fisher exact test: p = .04).  

However, there is no such clear trend for the temporal task. The only statis-
tically provable difference in performance between high and low event fre-
quencies is found for temporal-sound statements (χ² test: χ² = 7.04, p = .03) 
and there the high event frequency yielded better performance, i.e., the op-
posite to the case of the spatial task. This seems to strengthen the previously 
mentioned trend: for the temporal task a positive effect of sound can mainly 
be found for animations with high event frequency. Still, it seems counter-
intuitive that the statements were easier to answer when there were many 
events compared with when there were few events. Future research needs to 
address these matters and to try to figure out the exact cause and effect rela-
tionships so that the possibility that it was not simply due to chance differ-
ences in the stimuli and statements can be excluded. 

Overall, the spatial statements were easier to answer than the temporal state-
ments (χ² test: χ² = 192.18, p < .01). Definitely, one reason for this was that 
it was easier to locate, and hence remember, the events in relation to the spa-
tial frame of reference, i.e., the world map, than it was to locate them in rela-
tion to the temporal frame of reference, i.e., the calendric system. The world 
map was always visible in the background, while the temporal reference 
frame was communicated through numbers on the periphery and through 
only two different kinds of sounds. Previous research has already pointed to 
the important role of the reference system in analytical reasoning of this kind 
(Hall & Ahonen-Rainio 2014). Other reasons are probably that we have no 
specific biological system that senses time (Merchant et al. 2013), while vi-
sion works excellently for sensing place, and that reasoning about space is 

 



 

one of the most common and basic forms of human intelligence (Egenhofer 
& Mark 1995, Levinson 2003). 

Future research should use different tasks and be done with animations es-
pecially designed to test if sounds facilitate exploratory analysis and analyti-
cal reasoning. To answer the questions in this section future research needs 
to apply a design that allows the identification and isolation of the exact cause 
and effect relationships. This requires animations that apply sound for one 
thing at a time, minutely thought-through tasks and more versatile measure-
ment variables. One possibility is to measure the time taken to complete a 
task in addition to the accuracy of the answer. The use of spatialized sound 
is also an interesting possibility for future research. 

5. Conclusions 
Many authors have pointed to the need for multimodal approaches to inter-
face design in geovisualization, and particularly the use of sound to enhance 
map animations has been brought up several times. However, practical ex-
periences of using sound in map animation are hard to find in the literature. 
This study, using animations that applied sound as a temporal legend and to 
accompany events, was a reaction to this deficit but failed to deliver an un-
ambiguous answer. 

What can be said on the basis of this study is that adding sound does not 
impair the usability of an animated map in a visual analytics context, but it 
is not possible to say that it improves it either. It might be that the experts 
who have commented on this subject in the literature, as well as the authors 
of this paper and the participants in the study, are all wrong in thinking that 
sound can be used to enhance map animations in an exploratory analysis 
context, but a more reliable conclusion is that this study was not appropri-
ately designed to measure what it set out to measure.  

The test produced some interesting results indicating that the benefit of 
sound in animated maps might be related to whether there are many or few 
events in the animation. There also seems to be a difference in the benefit of 
adding sound when it comes to reasoning about temporal and spatial rela-
tions. The results also indicated that reasoning about temporal relations 
might be easier when there are many events, a result opposite to that of rea-
soning about spatial relations. No definite conclusions can be drawn on the 
basis of this study but it works as a good starting point for future research. 
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