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Abstract. The wide applications of high spatial resolution remotely sensed images (RSI) are calling for more and more accurately classified imagery. However, feature extraction, as a significant processing step in classification procedures, fails to fully extract the spatial features from high-resolution imagery, and that causes inaccuracy in various applications. Thus, first, shape adaptive neighborhood (SAN) was proposed to be a feature extracting approach. Nevertheless, as the limitation of the “central pixel” and the heterogeneity, SAN is not good representation of the texture feature of the objects and weakly improving the accuracy of the classification for high resolution RSI. Hence this paper emphasized on salient target shaper adaptive neighbor (ST-SAN) for RSI classification method which is a novel method derived from SAN and Itti salient model. 
At first, salient target computing model based on human visual attention mechanism are analyzed and compared between the classical Itti model and GBVS (Graphic Based Visual Saliency) model to determine the parameters. And then, we combined the Itti model and SAN model, which aims to create the new ST-SAN high resolution RSI classification method and to solve the problem of the object' s texture feature lost in SAN. The steps of ST-SAN approach as follows: 1) Obtaining a series of saliency maps like RG, BY, I channels first; 2) Using the improved Activation filtering model based on different threshold in the current window  to generate the SANs; and then, 3) Extracting the shape and texture feature values in the corresponding neighborhood. 
After Image feature extraction, the classification experiments using Support Vector Machine, SVM method and a color composed image of WV image for a Land Use application,  the comparison made between RGB, SAN and ST-SAN classification, its accuracy of SAN in water, building two objects have greater improvement. Respectively improved 12.58% and 6.26%， and the Kappa coefficient is 0.67, the overall classification accuracy of 74.8%.  In contrast, the use of ST-SAN classification had a greater increased and the Kappa coefficient is 0.80, the overall precision is 83.1%. Especially in the classification of water, forest and residential area, is up to 92.5%, 85.2%and 88%. 
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Introduction
RS image classification is a fundamental work of remote sensing （RS） application technology, high efficiency, high precision, high degree of automatic classification for high resolution images, how to extract thematic information from them becomes the key technology of the application of RS information system, is also one of the important technical means of RSI automatic mapping. From the point of processing methods of RSI classification can be divided into artificial classification and computer automatic classification. It is clear that human visual interpreting classification with high accuracy, but time and labor consumed. This is why many researchers are trying to use the visual interpretation process  to simulate the computer automatic classification.
Along with the development of computer vision, visual neuroscience and psychological science, image processing based on human visual model more and more are attracted the people's attention. In view of the human visual ability to process images is still a computer cannot match, especially in high resolution RSI classification, and the application of human visual attention mechanism research is less. Therefore, to find good suit of human visual model and computer image processing, and to study new efficient and accurate auxiliary classification method of high resolution RSI is of great significance and practical value in RSI classification.
Hence, this paper is mainly to human visual attention mechanism as the axis, combined with improved Itti model and shape Adaptive neighborhood model (SAN), form a new approach based on Salient Target Shape Adaptive Neighbor (ST - SAN) solution for RSI classification, the approach using support vector machine (SVM) classifier to classify images. Experiment focus on WV multispectral image classification processing of Land Use, to demonstrate the advantages and disadvantages of ST - SAN.
In the process of human visual processing image information, Visual Attention and Visual Cognition are the most basic processes. In order to simulate human Visual Attention mechanism, the researcher proposed the Visual Attention Model, VMA to extract the distinguished area of the image, and describe the significance of the area. At present, Previous work is generally believed that the human in dealing with visual information include two patterns: one is the unconscious participation, based on the significant features of the target object "bottom-up" mode; another is the consciousness participate in actively, and by a certain knowledge of task drive and auxiliary "top-down" model.
At present, most of the visual attention model is based on the bottom-up model to simulate. For example, , the first simulate (Koch & Ullman, 1987) the feasible model structure of the "bottom-up" visual attention mechanism, the characteristics of the features such as color, direction, intensity is parallel processing in the visual field, and combined into a single significant figure (Treisman & Gelade,1980). The Itti calculation model (Itti, Koch & Niebur, 1998) was formed and improved the first model, and put forward a Center - surround method used to compare the underlying characteristics of the candidate region and background region difference, and obtain remarkable figure through the model can accurately extract natural images significantly. However, Itti model in the center - edge operation, because of the scale simplicity of the add and subtract, will produce serious block effect. And if under the grey background, there are several black and one white, it cannot detect the white dots. The Itti visual attention model (Itti & Baldi, 2005) was improved further, it is combined the bottom-up and top-down processing mode, and raised up the accuracy and efficiency of target recognition, enabled to identify significant target is relatively complete. At the same time, the attention of a significant prototype object model is put forward (Walther & Koch et al. 2005), the model is not only to identify the isolated individual objects, also can be continuously identified the objects in multiple complex of the scene. Additionally, there are Reisfeld (1996) taken pixel neighborhood symmetry as its significant features, and used the discrete symmetry transform based on gradient information symmetry characteristics in the field of description; Relative to this method, Dimai (1999) is mainly focused on the properties of inconsistent pixels, neighborhood, using Gabor filter to describe the neighborhood color, brightness and texture of significant etc. 
In order to improve the accuracy of RS high resolution image for computer automatic classification, many methods have been studied among them the shape adaptive neighborhood, SAN method (Hongsheng Zhang, 2013) is more accorded with human visual processing methods and got a better classification result. However, this SAN method does not guarantee the integrity of the classification of object texture information, to the fine feature classification using texture information is still inadequate. Hu Lin (2012) attempted to improve the SAN with Itti visual attention model and to use the significant characteristic of the salience target to determine the shape adaptive area, and use LogGabor methods respectively to simulate and extract the image color, texture information and apply them to the RSI segmentation, obtained the good segmentation effect. 
From the application of human visual attention model point of view, all the methods mentioned can be well combined image processing with the human visual perception process, and made the image information acquisition fitting the classification demand. In general, these methods exist the following problems: (1) the SAN model method used in the HSV and HIS color model to describe pixel heterogeneity, it is easy to make the error neighborhood pixels to the central pixel and has a harmful effect on shape and texture feature extraction; (2) the classic Itti visual attention model based on the concept of the region, although it provides a good guidance with salient target recognition performance for RSI classification, but it cannot significantly and directly extract and describe the multiple objects  and their features. It is not completely suitable in the "area centre" to generate SAN; (3) SAN method using statistics variogram function method for texture sampling statistics, the expression of texture feature is not satisfied enough.
Theory and Methods of ST-SAN
This paper proposed a ST-SAN approach to extract the shape information from high resolution RSI. It is mainly based on Itti model and shape adaptive method, a combination of them need to solve the issue of determining SAN from salient target (or area object) instead of "central pixel" determination. It means that the shape of adaptive growth pattern needs to be changed according to the salient  target adaptive growth model. The related theory and method as following:
Salient target model
As mentioned above, the previous works mainly focused on two models: Itti model and GBVS (Graphic Based Visual Saliency) model.
2.1.1 Itti model
Itti model is a visual attention system, building the model was inspired by the primate visual system neural structures. The model synthesizes multi-scale feature maps into a saliency location map, complex scenarios to understand problem is simplified to choose a salient target is analyzed, it is an effective treatment method. Itti model diagram as shown in figure 1.
[image: ]The feature maps of Itti model is composed of color, brightness and direction of three groups, each set of feature maps is also composed of 9 different scales of feature maps in a pyramid. In the bottom pyramid, namely the smallest scale of features map we call basic feature map. Such as: color features at the bottom of the pyramid maps we call color basic features map.
Figure 1. Diagram of Itti model
Here, the brightness basic feature maps obtained by the average of three band RS image information. Color basic feature maps simulate the human vision "double color competition" system, thus the Itti model using RG said red/green, green/red basic feature maps, BY said yellow/blue, blue/yellow basic feature maps. Direction of basic texture feature maps using Gabor filter in brightness basic feature maps extracted from 0 °, 45 °, 90 ° and 135 ° texture information.
After obtaining the three basic feature maps: brightness, color, and the direction of texture, for the brightness and the color, Itti model simulate each layer of the basic feature maps with Gaussian filtering, and generate 9 layer features of the pyramid, which is expressed as the I（δ）、C( δ), δ∈[0,8]. For the direction pyramid of the texture, it uses Gabor filtering step by step to create the feature pyramid in four directions. And then, Itti model to simulate the human eye center - periphery mechanism, it executes in each group pyramid across scale operations using operator ⊙ symbols, taking central pixel in scale c ∈ {2,3,4} , while the surrounding pixels in scale s = c +δ, here: δ∈ {3, 4}. After all these operations, brightness feature location map I (c, s) obtained 6 feature location maps; Color features pyramid RG (c, s), BY (c, s) obtained 12 pairs of  feature location maps; Direction texture feature location maps obtained 24 feature location maps in four directions 0 °, 45 °, 90 ° and 135 °.
After the completion of the creating the feature maps, Itti model use N (·) operator normalized each map, then added each set of feature location maps across scales together, and formed the I, 'O', 'C' three saliency maps.
2.1.2 GBVS model
GBVS (Graphic -based Visual Saliency) model proposed a salient target recognition method Based on markov chain by Harel (2007). It is still using the basic model of Itti operation framework, but  improves the activation and linear normalization of two operations using the graphic method.
1) Feature map activation
By activating feature maps, it will obtain the feature activated image on each channel. Instead of the original standard Itti model method, center - periphery mechanism is adopted to obtain feature activation maps. This paper will put forward a new method to describe the central pixel with saliency target. Assuming that the window size is defined to M central pixels and M (p, q) pixel heterogeneity, the algorithm defined as:
                       （1）
In order to be able to more fully express the heterogeneity within the window of the pixel and central pixel, the feature maps will be defined as a central pixel window and all pixels together to form the whole connection of directed map Ga, here,   betweento a directed edge weights are defined as follows:
        （2）
Among them:
                                                       （3）
is a free parameter; the weight of the edge betweento   is decided by heterogeneity and spatial distance between the two pixels. If taking the edge weights in the central pixel as the median in the Ga, normalized to (0, 1), has formed a markov chain, the edge weight represents the transition probability between pixels. Obviously, a random walk continuously within the current window, the average distribution of the markov chain is obtained an activated map and accessed with high heterogeneity pixel.
2) the normalized feature activation map
In the standard normalized operations of Itti model, enhancing activation areas and inhibiting homogeneous area are main functions. Normalized operation can be used in (2). Therefore, the normalized operation of the input image is activated map. Connecting each pixels  and the other nodes  including the pixels, a new Gb map formed and defined the edge weight between pixel  as: 
（4）
Comparative analysis of the two saliency model combined with Hu Lin's paper (2012), it illustrates the feasibility of Itti model used for image segmentation, and verifies the good results. It is concluded that SAN generation also can obtain the good segmentation effect  by using the Itti model. As a result, our paper uses the Itti model for SAN field generatiion, in order to obtain the good segmentation effect.
The concept of Shape Adaptive Neighborhood
Human beings always recognize different objects by their color characteristics firstly, then by their shape feature and other features such as texture. If the object is a gray object, then the shape characteristics will be the most important feature for human eyes. Based on the observation and the neighborhood concept in image processing, the SAN was proposed to start the procedure of feature extraction. 
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Figure 2. Illustration of a shape adaptive neighborhood (SAN)
Definition: A Shape Adaptive Neighborhood (SAN) is the neighborhood of a pixel containing but not necessarily centered on the pixel, whose shape is determined by the terrain object it represents.
Fig. 2 demonstrates the concept of the SAN of a pixel (A), where the view port is used to represent the local range to search the SAN. The feature of a SAN only represents the feature of the “central pixel” (not always in the center). So, as long as a certain number of pixels in the SAN are of the same type of terrain object as the “central pixel”, the judgment will be correct.  As a result, even if there are some misjudged pixels in the SAN, they will not affect the classification result. After determining the SAN of a pixel, the feature of the SAN can be extracted, including the color feature, the texture feature and the shape feature, which will describe characteristics of the “central pixel”, and will then be used in the classifying procedure. There are two important steps in the determination of Shape Adaptive Neighborhood:
2.2.1 Spectral feature transformation
As discussed above, the determination of the SAN depends on the color characteristics. The heterogeneity is used to describe the color feature. The one closest to human perception of color is the HSV color space, where H is the hue, S is the saturation, and V is the value (Herodotou et al. 1999). The transformation formula from RGB color to HSV color is shown in (5).

         (5)
where the value of H would be in the range [0, 360], and the values of S and V would be in [0, 1]. After the value of H is normalized to the range [0, 1], the color feature of the pixel can be expressed as:

                (6)
where ω1, ω2 and ω3 are the weights of the three component, and ω1 + ω2 + ω3 = 1. Therefore, the color feature CF will be a single value instead of a vector of the three components. 
2.2.2 Determining the SAN


Then, the heterogeneity between two pixels is defined to determine the SAN of one pixel using its color feature. Let CF0 be the color feature of the “central pixel”, and CFi represent the color feature of the pixel i, the one to be determined whether inside the SAN or not. Thus, a simple way of expressing the heterogeneity between the two pixels could be . Given a threshold T, and the SAN of the central pixel is SAN0, the rule for determining the pixel i could be , where iff represents the term “if and only if”.
2.2.3 Extracting texture feature in SAN
After the SAN is fixed, the texture feature can be extracted from the neighborhood. Since each SAN has an uncertain shape, and considering the case of remote sensing images, the geo-statistics approach was reported to well represent the spatial autocorrelation of spatial data like RSI (Fabbri et al. 1993). However, the calculation of a variogram and the fitting of the theoretical variogram are time-consuming processes. Since we do not employ the variogram to predict some unknown pixels, but only to describe the texture feature, there is no need to calculate all the function values of the variogram at every step length h. Only some of the key steps are helpful to describe the texture feature, such as when h = 1, the function value[image: ]will be the sill value of the variogram. Thus, a selected series of steps were used to compute the function values, which can be treated as the resampled version of the variogram, shown as follows:
[image: ]                  (7)
where[image: ] denotes the selected series of steps, and [image: ] the re-sampled variogram, which is treated as the extracted feature of the texture.
Saliency Target SAN (ST-SAN)
In order to describe the heterogeneity of the pixels, and to remain more texture feature during SAN creation. This paper proposed a saliency target shape adaptive neighborhood (ST - SAN) method, instead of central pixel and heterogeneity, the Itti model is used to describe the terrain features of the image. It will be better to simulate human eyes.
2.3.1 The Definition of ST-SAN
In ST-SAN approach, brightness and color are used to generate two salient feature maps of the channel pyramids. Here, the brightness channel I is created its salient feature map by averaging the image of red, green, blue three channels. The color channel include RG and BY Color channels called "Color Double Component", which better simulate the Color Double anti antagonism of external Color mode in human eye. Thus, the color and the brightness channels are defined as the base image pyramid and the first layer of the image, the algorithm uses the gaussian filter and continuously extracts 3 feature layers pyramid from the base images. After obtaining the color pyramid, with 1, 3 layers of the pyramid pixels as the center, with 2, 4 layers of the pyramid as the surrounding pixels, namely take C = {2, 3, 4}, = {2, 4}, the salient feature maps of RG and BY are made a three linear interpolation and the images reconstructed with central pixels of the image linear additivity.
The heterogeneity characteristics are similar between ST - SAN and SAN, both have the basic function to distinguish the shapes between similar features to the greatest extent belonging to the same object, and vice versa. But the difference of them are "central seed" . The former one based on saliency target (area) and later one based on central pixel (point); and also the ST - SAN use color and brightness channels for measuring the saliency target of  heterogeneity.  It is the same color processing of human visual mechanism of RG, BY "double color components" in Itti model for recognizing the objects. The "Color double components" method is used to describe the heterogeneity of the pixels, and be better to distinguish between saliency pixels and the different features of  the terrain object. The color value of RG, BY calculation as shown in the (8) :
 
 
 
 
 
 
After generated the base feature map of color and brightness, the final result of RGS, BYS, IS three saliency feature maps are calculated by three linear interpolation reconstruction image taking C = {2, 3} and the as center with the characteristics of surrounding pixels as shown in formula 9, said characteristics across scales between image together.
 
 
 
Through the above operations, a total of 18 feature maps are generated based on red, green, green, yellow and brightness channel, each with different characteristics of the channel 6. The values of each map describe the feature heterogeneity of the position pixels. This value will provide basic  "raw material" for subsequent generating the ST - SAN.
2.3.2 Activated Model in Generating ST-SAN
Given the nature of the saliency target characteristics, this paper generated ST - SAN is no longer confined to one central pixel to create shape from the remote sensing image but the activation model. It set the current "central pixel" as X, ,  ,   corresponding to red, green, blue, yellow and brightness of the feature measured maps. Activation model contains normalization, activated feature maps. Activation model methods generate ST - SAN mainly have a few basic steps:
① The 18 feature maps will be normalized the value between [1, M];
② Making a statistics of central pixel values of 18 normalized feature maps, and ordering the sequence feature maps in accordance with the descending order;
③ For the sorted pixels of the feature map give the corresponding weights of , , , including ,  = 0.4 and  = 0.1;
④ the characteristics of the figure in the gift (3) after the weights of linear additivity, get significant measure figure SM = ;
[image: ]⑤ In the window of the size of 11 x 11, the filtering model used to generate the ST - SANs; Here, the filtering model is defined to:  ,    is corresponding to the central pixel;   is the other pixels in window except central pixel; And then, to judge whether the pixels in the window  belong to one type of ST - SANs, the threshold based on the experiment .
Figure 3. ST-SAN
Thus, the ST-SAN were obtained according  to the  Saliency Target of the current window, and the shape and the texture feature extraction for subsequent use. Each saliency target as a center corresponding to a neighborhood, the ST-SAN shape is also irregular as shown in figure 3.
2.3.3 Extracting the texture feature in ST-SAN
In the original SAN approach, a texture analysis is conducted on each SAN to represent the texture characteristic of each pixel. Actually, from the definition of the texture, a texture feature of RSI has obvious differences of image gray levels as pixels, especially with respect to the size, shape, and arrangment of the pixels, forms with a certain direction of spatial relationships, and reflects the visual roughness and imaging characteristics of terrain surface objects. This means that pixel based approach  of the variogram textue analysis dose not well represent the texture feature of a surface characteristics. Thus, ST-SAN approach adopt the gray level co-occurrence matrix (GLCM) as texture analyzing method, each ST - SAN neighborhood within the texture is described. Haralick (1979) proposed the use of  GLCM to describe the texture feature.  The GLCMs have three important concepts: distance, direction and order. Distance is the Euclidean distance between two pixels, its value is determined according to the actual situation of the experiment; In general, the direction takes 0°, 45°, 90° and 135°; The order means the gray series of GLCM ,  using (10) calculate  probability of image GLCM.  And the gray level co-occurrence values listed in i row and j column of the matrix represent the appearing frequency of i and j pixel in distance , direction .
 (10)
After obtained the GLCMs of a black&write  image, it can calculate all kinds of parameters to describe the texture feature  according to the relevant data.  Since the study area of RSI covered by the difference  of random and uniform texture, this paper use two parameters of the entropy and contrast to describe the characteristics of the terrain texture feature. Here,
   ① Entropy is used to measure the content of random image. When the value of gray level co-occurrence matrix is more uniform, the entropy value is greater, and vice versa.
                     (11)
   ②Contrast  is mainly used for discriminating the roughness of the texture. The value of the coarse texture in the gray level co-occurrence matrix which is mainly concentrated near the main diagonal,  (i-j) value is smaller, and the contrast is also smaller. For the fine texture, it will be a greater contrast.
                 (12)
SVM classifier
SVM (Support Vector Machine) take a structural risk minimization principle as the theoretical basis, it makes the proper selection of a subset functions and their discriminant functions so that the actual risk of machine learning come to a minimum. The basic idea of SVM is: First, in the linear separable case, find the optimal classification hyper-plane between two kinds of samples in the original space plane; In the linear inseparable case, joined the slack variable analysis, it uses a nonlinear mapping to  low down the input dimensional spaces  of the samples, and makes the data set  becoming a linear case. Thus, it is possible to use a linear algorithm in the high dimensional and the nonlinear spaces for classifying analysis, and to find the optimal classification hyper plane. Secondly, it sets up  the optimal classification hyper plane in the attribute space by using the structural risk minimization principle and makes the classifier to get the global optimum in the whole sample space, and the expected risk to a certain upper bound of probability. Due to the advantages of SVM itself, this paper use the standard SVM to verify whether ST-SAN method can effectively analyze the RSI in the automatic recognition. 
Experiments and Analysis 
Study area and data set
[image: C:\Users\宇芳\Desktop\512.jpg][image: ]The study area selected two sample areas (512﹡512) of a WV-2 image beside Hualin reservoir, in the north-western part of Zencheng, Guangzhou. It took on Oct. 02 2013, with a spatial resolution of 0.5 meters (Panchromatic) and 2 meters (MS) shown in Figure 4. 
(a)                         (b)
Figure 4. A color composition WV image of two sample areas
Experiment design
In order to select the salient target model based in the ST-SAN feature extraction method, and to prove the effect of ST-SAN method for RSI automatic classification, we design a series of comparison experiments incuding:  selecting the salient target model, feature extraction parameters, and the classification effect of the land use / land cover. 
Experiments and comparison
3.3.1 Selecting saliency target model
The salient target model comparied  between Itti and GBVS two models. To select Fig.4- (b) as a comparison test area, the  experiment results of the salient target extraction show that Itti model was more accurately extracted the salient target and more completely searched the salient targets in the global recognition of the study area in table 1. In relative terms,  the results of GBVS is not as complete and accurate as Itti. And we can also see that the Itti model of the operation efficiency is much high, practical and significant than GBVS.
	Procedure
	Itti model
	GBVS model

	Activation 
(generating saliency map)
	C-S mechanism Center surround
	Markov chain

	Normalization
	Local-Max
	The normalized equilibrium

	Efficiency
	Fast
	Slow


Table 1. Comparison between Itti and GBVS models.
3.3.2 Selecting parameters of feature extraction
1) Shape feature extraction
In the process of shape feature extraction, the two parameters mainly use to the shape description: perimeter and area. The perimeter is the statistics of the edge pixel number from ST-SAN shape; The area is the statistics of all the pixel  number in ST-SAN Shape. Because there is a strong influence from the number of pixels and the pixel arrangement within the ST-SAN  of perimeter and area. Relatively, in the process of generating a ST-SAN activation model, the defined threshold effect the number of pixel  and structure of ST-SAN. In this paper, the threshold is set to 0.2 after several experiments. In addition, it is very important  to set a suitble  window size and to get the proper shape and texture features for RSI classification based on ST-SAN. Thus, the experiment of the window size selection is set to 5, 7, 11 and 13 for shape features extraction shown in figure 5. It took the image of figure 4(a). 
Through the observation that, when choosing the window size is 11, the shape feature extraction of the ST-SAN  distinguished the terrain object boundary more clearly and relative Integrity, especially to distinguish water, roads, residential area and farm lands, in which are reflected in the  different feature values of shape. This provides a good discrimination of the subsequent classification, at least theoretically improve the classification results of RSI.
[image: C:\Users\宇芳\Desktop\实验数据\实验区\result\512W5result714.273.tif][image: C:\Users\宇芳\Desktop\实验数据\实验区\feature result\512W6Shape.tif][image: C:\Users\宇芳\Desktop\实验数据\实验区\feature result\512W2shape.tif][image: C:\Users\宇芳\Desktop\实验数据\实验区\feature result\512w3Shape.tif]   (A)                            (B)
  (C)                           (D)
Figure 5. The Results of the shape feature extraction of ST-SAN in (A), (B), (C) and  (D) related the window size were 5, 7, 11 and 13.
2) Texture feature extraction
[image: C:\Users\宇芳\Desktop\实验数据\实验区\result\e512w5t2462.tif][image: ]As mentioned anove, The texture feature extraction in the SAN use the Variogram method and  is not satisfied to express the texture feature as shown in figure 6(a).
（a）                     （b）
Figure 6. The results of the texture feature extraction with 
SAN (a) and ST-SAN (b) 
With the ST-SAN method of  texture extraction using GLCM statistics and selecting the entropy and contrast as the texture value and statistics in four directions of 0, 45, 90 and 135 degrees, we assign different weights to a comprehensive description  of the texture feature. The results shown in Figure 6(b) with Windows size 11.
SVM classification and verification
In order to verifying the effectiveness of ST-SAN, a SVM classification was used to execute the verification and analysis with a composed of multi channel images of the color R, G, B, shape and texture features all together 6 channels for the classification, namely the eigenvalues of ST-SAN shown in (13).
    (13)
Here, Texture (K) stands for two dimensional texture feature extracted based on ST-SAN; ShapeF said the shapefeature, and   and are the shape effectiveness of the constraints. When the number of pixels in the neighborhood of ST-SAN are less than 3, it sets the current field (shape) is invalid, and the shape and the texture feature value is 0. Actually, few pixels in the neighborhood is meanless to describe the shape, the 0 values are the fine terrain objects and will be classified and merged into surrounding shape and texture features.
[image: ][image: ][image: ]In the classification verification, it took a study area shown in  figure 4(a) and the verification focus on Landuse types of water, farmland, woodland, roads and residential area. The classification results as shown in figure 7.
(a)                   (b)                 (c)
[bookmark: OLE_LINK8]Legend: [image: ] water   [image: ] residential area   [image: ] farmland   [image: ] woodland   [image: ] roads
Figure 7. Comparing the SVM classification results between RGB color image (a), SAN feature image(b) and ST-SAN feature image(c)
In the RGB color image classification,  even the water and forest is relatively easy to confuse. While the ST-SAN feature assisted classification, the classification results of the water and the residential areas are particularly good. Espetially, there are part of the farmland was divided into the water because these lands are the local paddy field where the surface with fully covered water or high water content as shown in figure 7(c). 
In contrast, the classification results of the SAN feature as shown in figure 7(b). It is clear that it is unable to achieve the same good result as the ST-SAN method under the same conditions. Here, the same conditions mean that the accuracy refers to the same training samples, test samples and classification method. 
Evaluating the classification accuracy
In order to prove the efficiency of the comparison , the  classification accuracy obtained are shown in Table 2 and 3. The result showed using only R, G, B,  water and woods,  farmlands and woods, roads, buildings and farmlands  are all the most easer error divided objects for each other. The total accuracy of classification is about 69.5%; Kappa coefficient is about 0.60. Therefore, the RGB image classification of surface features judged as "good".
	%
	Water
	Farmland
	Woodland
	Road
	residential

	RGB
	76.88
	70.15
	68.41
	30.85
	72.29

	SAN
	89.46
	74.24
	72.57
	29.33
	78.65

	ST-SAN
	92.49↑
	79.01↑
	85.20↑↑
	54.60↑↑
	88.07↑↑


Table 2. Accuracy of the classification for Landuse types.
In the SAN classification method, the accuracy of SAN based classification made a  great improvement in classified the water and residential areas and  Improved 12.58% and 6.26% respectively as shown in table 2. The overall classification accuracy is about 74.8% and Kappa coefficient is 0.67. The classification results can be judged as "good". 
In contrast, the ST-SAN based classification has been greatly improved. It not only extracted more integrity shape but also provided more clearly texture feature; And the classification result is also  better than the RGB and the SAN based approach. The classification of all the Landuse types raised the accuracy, especially, woodland, road and residential areas are improved the accuracy more than 10%. And it is up to 83.1%, Kappa coefficient is 0.8, and evaluate as a very good level.  Especially in the classification of water,  woodlands and residential areas, the accuracy reached 92.5%,85.2% and 88% as shown in table 2. In addition, from the visual observation, the results of ST-SAN based classification give the more "clean"  and "integrity" classified type polygons. 
	Evaluating Parameter
	RGB
	SAN
	ST-SAN

	Kappa value
	0.60
	0.67
	0.80

	Total accuracy
	69.5
	74.8
	83.1

	Evaluation
	Good
	Good
	Very Good


Table 3. The overall classification accuracy
From the human eye observation point of view, the results of ST-SAN approach to show more "clean" feature types than other tow results, a terrain object classification results are less influenced by finely divided smaller interference error. Compared the SAN and ST_SAN classification results，Significantly, the total precision with classification procedure and is noticeably improved by 8.3% and the Kappa coefficient is also increased by 13%, which indicates the promising applications in the auto-interpretation of RSI. remote sensing images.
Conclusion
This paper proposed a ST-SAN feature extraction method for RSI, it made a combination of the Itti model and the SAN, obtained the description method of pixel heterogeneity on the salient target based shape surface growth model. It improved the original SAN method, instead of using filter and attenuation model, using the activation model to generate the SANs but called ST-SAN. After gain the ST-SANs, this method used the improved GLCM for extracting texture features in irregular shapes for the classification. Three achieved results as follows:
(1) The Itti model was preferred to extract the salient features of RSI features in SAN shapes, and to express the target heterogeneity of the SAN in self-growth, and proposed the ST-SAN method to determine the SANs;
(2) Based on the achieve of (1),  ST-SAN makes the texture feature has more abundant information in the shapes, and the texture feature extraction  of ST-SAN method enhance the effectiveness of shape adaptive domain texture by using improved GLCM method;
(3) The experiments proved, ST-SAN feature extraction method can effectively distinguish the main land use types in high resolution RS image. The classification accuracy is improved significantly, especially a more obvious effect to distinguish water and residential area, and the overall accuracy of the RS image classification to 83.1%.
In future work, we will continue to work on a cross validation in order to further raise the effectiveness and practicability in improving the automatic image processing of computer models  for simulating the human vision on RSI recognition and classification.
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