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Abstract. This paper extends the functionality of a collaborative Context-Aware Recommender System (CARS) based on geospatial semantic services by aggregating Big Data and Geospatial Linked Open Data components. Despite the efficacy for controlled scenarios of the CARS which has been developed, its generalization implies exploring further Big Data issues, as well as harnessing the power of Linked Open Data.
In this sense, the first problem addressed was looking for a non-controlled scenarios solution capable of handling increasing volumes and a high variety of data.  The problem to enable real-time streaming for machine learning is well-described in Big Data literature. A suitable solution can be found within the Big Data ecosystem with a combination of a Hadoop-storage mechanism, and a NoSQL-based database for the high variety of data.  Social media streaming can be merged with the analysis carried out using the collaborative filtering in the Spatial CARS.  
Since this CARS solution uses Mahout (Apache Hadoop software) as machine-oriented learning software, no changes were proposed in the collaborative filtering software. Mahout is very sensitive to the integration with Hadoop Distributed File Systems. Because these systems run faster on private clouds, they will be included in the general architecture for scalability of this kind of CARS application.
In the original Semantic CARS, an internal ontology of POIs (Points of Interest) allowed semantic searching and filtering. Its dissemination in other less controlled and more open scenarios led to the evaluation of the Geospatial Linked Open Data in order to use ontologies of POIs from anywhere.   
This paper proposes an extended architecture to optimize collaborative Spatial and Semantic Context-Aware Recommender Systems, by including Big Data & Linked Open Data building blocks. 
In the final section, future work and conclusions are provided.
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Introduction
Pervasive or ubiquitous computing is a new paradigm where computing can appear everywhere and anywhere. As mobile devices continue to proliferate, Gartner (2014) predicts an increased emphasis on serving the needs of the mobile user in diverse contexts and environments, as opposed to focusing on devices alone.  
Context-aware systems are a crucial component of ubiquitous computing environments. This kind of system refers to a general class of mobile systems that can sense their physical environment, and adapt their behavior accordingly (Bellavista et al., 2012).  Contextual information can be used to create intelligent and useful recommendations. Context-Aware Recommender Systems (CARS) can be defined as those Recommender Systems which incorporate contextual evidence (beyond information about users and items) to estimate users preferences (Adomavicius, 2011). 
Context-Aware Recommender Systems based on location are also strongly related to Spatial Decision Support Systems and Geospatial Business Intelligence (Delgado et al., 2013). They share decision making techniques to rating preferences and apply other statistical and knowledge discovering techniques.
The terms everywhere and anywhere of ubiquitous computing assume non-controlled situations where boundaries are open and virtual and their behaviour is more dynamic than static.
The Semantic Web is a Web of Data (W3C, 2013) also referred as Linked Data. Linked Open Data (LOD) is a solution to create shared and structured information spaces which include links between related information stating the nature of the connection. Its purpose is to create and connect related data on the Web with typed links being able to query the Web as a single database (Bizer et al., 2009). The Geospatial Linked Open Data is growing up rapidly into LOD, because everything is in somewhere.  The Geospatial LOD can contribute to extend funcionalities of CARS where location is a determinant contextual factor. 
Related also with the data management on the Web the term Big Data has emerged as  as  input for solving the cold start problem in Recommender Systems
On top of the Spatial Data Infrastructure of the Republic of Cuba, a Spatial Semantic CARS has been developed to recommend Points of Interests (POIs). The method developed has three phases: the first is a data and semantic framework, the second implements the recommendation system and the third is responsible for displaying recommendations (Gonzalez et al., 2013). 
This paper deals with the problem of making more scalable Spatial and Semantic Context-Aware Recommender Systems, by aggregating Big Data and Linked Open Data components.   
The following section will describe the architecture and main functionalities of the Spatial Context-Aware Recommender System based on ontology, in its original version. Afterwards, the new architecture including Big Data and Geospatial Linked Open Data is presented and discussed. 
Spatial Context-Aware Recommender Systems based on Ontologies: The original version 
Architecture

To increase the usage of Spatial Data Infrastructures has been one of the most important interests of the stakeholders of the Spatial Data Infrastructure of the Republic of Cuba (IDERC) since its foundation (Delgado & Castellanos, 2006).
With a view to expanding the use of the IDERC to individuals, a Semantic Context-Aware Recommender Systems to recommend Points of Interest (POIs) has been developed (Gonzalez et al., 2013). This mobile application adds value to the traditional geospatial services and a new semantic service provided in the IDERC previously (Capote, 2011). 
The method behind the architecture  includes  three main phases: (1) semantic and data framework, responsible for the data source management, (2) recommender systems able to apply semantic and spatial pre-filtering and collaborative filtering, and (3) the visualization phase, which has the function of combining the data obtained in the previous phase with the mapping services and generating a map with the specific point(s) of interest recommended. Figure 1 shows the general architecture for this Semantic CARS.
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Figure 1. Architecture of the original version of Semantic CARS (Gonzalez et al, 2013)

This architecture has been successfully implemented for a Rent a Car service in the tourism sector (Gonzalez, 2014) as the first scenario selected to extend its impact. Nevertheless, its wider scalability requires further analysis of some limitations presented in the original architecture. 
Current limitations
At present, the Semantic CARS described above is appropriate for recommending Points of Interest (POIs) from a knowledge base which includes around 3000 tourist places in Cuba. To expand its use in other knowledge domains and/or other countries, this very controlled knowledge base has serious limitations. 
One of the common and difficult problems for  recommender system is the cold-start problem, a situation in which the system needs to recommend a product to a new user that has no past information or a new item with very few or no rating (Schein et al., 2002). In general, the challenge in that context is thus to compute good predictions when there are relatively few ratings available. One straightforward option for dealing with this problem is to exploit additional information about the users, such as gender, age, education, interests, or other available information that can help to classify the user (Jannach et al., 2010).  
Considering these limitations, a new architecture for Semantic CARS based on Big Data and Linked Open Data has been built, in order to incorporate a more comprehensive knowledge base for POIs and to facilitate the updating of decision makers preferences, as well as the user history from the crowd.
Big Data & Geospatial Linked Open Data for Spatial Context-Aware Recommender Systems based on Open Ontologies
Big Data building block
According to Zaslavsky et al. (2012), the real problem with defining Big Data begins in the data sources layer, where data sources of different volumes, velocity, and variety compete with each other to be included in the final big data set to be analyzed.  Table 1 shows how these characteristics behave on CARS environments.

	Volume
	Velocity
	Variety

	CARS can generate TB-PB of preferences taking into account millions of users and millions of Points of Interest. 
	Social media data streams produce a large influx of opinions valuable to CARS. GPS data also needs to be analyzed in CARS real-time.
	Social media data streams, SMSs, GPS data and RDF (Linked Data) are examples of non-conventional data involved in Spatial CARS.


  Table 1. Volume, variety and velocity in CARS environments.
[bookmark: _GoBack]The combination of relational and NoSQL databases have to be included to solve big data problems. NoSQL databases can manage a high variety of data and are highly scalable.
The infrastructure required for organizing big data must be able to process and manipulate data in the original storage location; support very high throughput (often in batch) to deal with large data processing steps; and handle a large variety of data formats, from unstructured to structured (Dijcks, 2013).  Hadoop is a new technology that allows large data volumes to be organized and processed while keeping the data on the original data storage cluster. Hadoop Distributed File System (HDFS) is a persistence-storage mechanism. HDFS is designed to support reading and writing large amounts of data in batches, rather than more randomly accessing lots of small files (Warden, 2011).
Frequently a pre-processing layer to process the incoming data is required before NoSQL, data warehouse processing or to handle real-time streaming data. This layer is called “Ingestion layer” in Zaslavsky et al. (2012). Less often, but possible, raw and transformed data can co-exist in the HDFS storage layer.
The infrastructure required for analyzing big data must be able to support deeper analytics such as statistical analysis and data mining. Even though in Semantic Spatial CARS the problem is considerably reduced due to semantic and spatial pre-filtering, Big Data can benefit other CARS oriented to weather, health, device characteristics among others.  
Since data is not always moved during the organization phase, analysis may also be carried out in a distributed environment, where some data will stay where it was originally stored. MapReduce was adopted by Google for efficiently executing a set of functions against a large amount of data in batch mode. It is an important piece to support Big Data analysis. 
In Figure 2 below, a typical architecture for big data acquisition, organization and analysis is depicted.
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Figure 2. Building blocks for Big Data acquisition, organization and analysis processes.

An infrastructure layer has been added to the architecture taking into account the use of private clouds. 

Geospatial Linked Open Data building block

This building block is associated with the LOD-oriented knowledge base and how it is assembled with the CARS. This kind of CARS recommends points of interest according to user preferences. So the first task was looking for a Geospatial LOD which could provide domain ontologies of POIs. A solution was found in LinkedGeoData project. LinkedGeoData[footnoteRef:1] is an effort to add a spatial dimension to the Web of Data. LinkedGeoData (LGD) uses the information collected by the OpenStreetMap (OSM) project[footnoteRef:2]  and makes it available as an RDF knowledge base according to Linked Data principles. [1:  www.linkedgeodata.org]  [2:  www.openstreetmap.org ] 

In LGD, datasets from the comprehensive OpenStreetMap spatial data collection are interlinked and published as Linked Data, via SPARQL endpoints and as downloads.
The architecture pattern followed was the Crawling Pattern (Heath & Bizer, 2011) due to its advantage for implementing applications on top of an open, growing set of sources, as new sources are discovered by the crawler at run-time. 
The LGD-based CARS architecture is shown in Figure 3.
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Figure 3. LinkedGeoData building block of the extended CARS architecture

In essence, the CARS application crawl the LGD in advance by traversing RDF links. Afterwards, it integrates and cleanses the discovered data (POIs) and provides the higher layers of the application with an integrated view on the original data. 
An integrated architecture for CARS based on Big Data & Geospatial Linked Open Data 
In Section 3.1 and Section 3.2, building blocks for Big Data and Linked Open Data have been provided respectively.  By integrating these building blocks with other components from Spatial Data Infrastructures and CARS, an integrated architecture was built, as shown in Figure 4 below.  

Figure 4. An architecture for Semantic CARS in integration with Big Data and LOD
The Ingestion Layer “ingests” data from Big Data and pre-processes real-time streaming data. It is also responsible to integrate and cleanse the discovered data (POIs) from LinkedGeoData. Private Cloud services from the Infrastructure Layer allow optimizing spatial services and big data analysis by means of HDFS extended to the cloud. 
The core of this Big & Linked Data-based architecture is compound by the Semantic Layer, Analysis Layer and the Hadoop Storage Layer, which in exchanging with the other layers support CARS predictions and recommendations in an open and virtual scenario.
The human interface is included within the Visualization Layer. It not only offers recommendations to users according to their preferences, but also it should include a Management Application to interact with users.
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Future work
In the near future, two main actions for implementing the new CARS architecture based on Big Data and Linked Open Data are planned: (1) to incorporate sentiment analysis from the Social Web streaming for computing better predictions, and (2) to retrieve data from LinkedGeoData by crawling and store them in the RDF local store to be ready to use in the Semantic CARS.
Conclusion
Context is crucial to delivering a relevant recommendation to a user in different areas of his daily activities. Because of the volume and variety of information, as well as the velocity required, CARS need a complex architecture that processes multiple terabytes of data and enables near-real-time usage of the models created. Such architectures should undertake another challenge, no less complex, to spread Spatial CARS in open and virtual scenarios facilitating predictions in any part of the world.    
In order to incorporate a more comprehensive knowledge base for POIs and to facilitate the updating of decision makers preferences, a new architecture for Semantic CARS based on Big Data and Linked Open Data has been built and discussed. 
By implementing this architecture, Spatial Semantic CARS will be able to extract knowledge from social Web data streaming with the application of Big Data analysis (as sentiment analysis from Twitter). This will have a positive effect in computing good predictions when there are relatively few ratings available. On the other hand, its connection with Linked Open Data, particularly with the comprehensive LinkedGeoData, will allow the prediction of POIs everywhere.
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